Expert Panel Review

On November 30, 2001, we invited four experts with background in software engineering and PRA to participate to our expert panel “Integrating Software into PRA”. The objective of the expert panel was to help us improve/correct the methodology developed in Year 1. Specifically, the objectives were to evaluate the general methodology, identify holes and/or inconsistencies and propose solutions to these.

The expert list is given below:

	J. Dugan
	Professor of Electrical, Computer & Systems Engineering, University of Virginia.

	W. Farr
	Ph. D, Combat Systems Branch Head, Navy Research Center.

	A. Mosleh
	Professor of Reliability Engineering, University of Maryland

	D. Wallace
	Principal Systems Engineering Consultant, SATC/SRS Information Services, NASA Goddard Space Flight Center. 


In addition to these experts, three observers also actively participated in the discussions. These observers were: 

	Michael Stamatelatos
	Ph. D, Manager of Risk Assessment in the Office of Safety and Mission Assurance, NASA HQ.

	Kenneth McGill
	Research Lead, NASA IV&V Facility, NASA.

	Martha S. Wetherholt
	Sr. Software Systems Engineer and Manager of the Software Assurance Program at NASA HQ,


The Experts reviewed the report and specifically addressed the following questions:

1. Do you agree with the general methodology followed?

2. Identify holes or inconsistencies.  Was an important issue neglected?

3. Do you think this work is transferable into industry practice?

4. Specific questions:

a. Is the list of failure modes complete?

b. Is the set of modeling techniques presented complete?

c. Should additional quantification approaches be considered?

d. Should additional databases be considered?

e. Can you suggest names of case studies to which the methodology could be applied?

The discussion was led by Dr. Smidts using a slide presentation summarizing the findings of the research as a medium for exchange. The slides are provided in Appendix A. A transcript of the discussions held is given in Appendix B.

The experts’ recommendations were then summarized and are presented in Table 1.

	High Level Category
	Specific Recommendations

	Background
	Add an introductory chapter on PRA for the final report

	Software Failure modes 
	a. Software Failure modes were typically found to be too generic and there was not enough guidance to know where a particular failure would fall

b. Identify different groups of applications

c. Particularize (Tailor) the failure modes for these applications

d. Provide additional guidance. For instance is “a time constraint” a functional requirement or an attribute

e. Additional problem with implicit requirements

f. Error handling/recovery are also implicit (functions that are implicit should be defined explicitly.)

g. Validation of failure mode taxonomy

	Interaction Failure modes
	a. The problem of multiple interactions (do they exist) ?  Is the two body approach sufficient. Does a combination of failure modes lead to a different failure mode? Use synergistic approach (like CCF ) for higher order of interaction.

b. The issue of mode of behavior

c. Additional interactions: data type

d. Validation of the Failure Mode Taxonomy

	Support Failure Modes
	a. Get the University of Virginia report on hardware failure modes and how they influence the software.

b. Operating system is a support failure mode

c. Expand the list of examples

	Sequences
	a. Change the ESD “OR” notation 

b. Develop a small model with parameters to be identified

	Quantification
	a. Small model with quantification

b. Clarify relationship between data model and logical model

c. SLIM model for quantification without data which is probably what will happen

	Screening
	Develop a screening methodology for the PRA itself

	Case Study
	Simple first

	Uncertainty
	Uncertainty Analysis can be put on the back burner


Table 1 Summary of Experts’ Recommendations

Appendix A
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Research Objective

•

The objective

of our research is to extend current 

PRA (Probabilistic Risk Assessment) 

methodology to integrate software in the risk 

assessment process. 

•

This means that we will examine software AND 

its computer platform since one does not come 

without the other.
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What Have We Done So Far 

•

Started Research March 2001;

•

Work to date is documented in the report 

and is an initial prototype of the 

methodology for integrating software into 

PRA;

•

The workshop is to help us improve/correct 

the methodology 

Specifically,

–

Evaluate the general methodology followed;

–

Identify holes and/or inconsistencies;

–

Propose solutions to these;
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Follow

-

Up to the Workshop

•

Based on the comments and recommendations of the 

experts, identify areas that require further research;

•

Perform research and reflect new findings in Revision A of 

the report;

•

Submit revised report to experts for comments;

•

Select NASA application and perform analysis according 

to methodology proposed in the report;

•

Document test case and changes to the approach brought 

by application of methodology to test case in Revision B of 

the report;

•

Solicit expert feedback on Revision B and generate final 

report.

UMD
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The PRA Process

PRA is the process designed to answer four 

basic questions:

1.

What can go wrong?

2.

What are the consequences of things going wrong? 

3.

How likely are these undesirable consequences?

4.

How confident are we about our answers to the 

above questions?
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Methodology

Initiating

Event

Analysis

Accident-

Sequence

Construction

Accident-

Sequence

Quantification

Uncertainty

Analysis

Checklists

Preliminary Hazard Analysis

FMEA

HAZOP

Master Logic Diagram

Event Tree Analysis

Event Sequence Diagram

Petri Nets

Markov Chains

Fault Tree Analysis

Statistical Methods

Deterministic Methods

Common Cause Analysis

Human reliability Analysis

PRA

 Question1

Initiators

PRA

Question 2

Consequences

PRA

Question 3

Probabilities

PRA

Question 4

Uncertainty

PRA Process

Analysis Steps

PRA Techniques

Classical Statistics (Parametric

Uncertainty); Bayesian Statistics

(Parametric Uncertainty);

Sensitivity Analysis (Model

Uncertainty); Monte Carlo Method

(Uncertainty Propagation)

1. What is a software related failure?

2. How should we classify the software related

failures?

3. What is the correct level of decomposition?

1. Which of these methods can be used to depict

software impact on the accident sequence?

1. Which quantification models or methods can be

used to quantify software related failures?

2. Which types of data will be needed for these

quantification models?

3. Where can they be found?

4. If this data is not available, what do we do?

1. What does uncertainty analysis mean in the

context of this research?

2. Which types of uncertainty analysis should be

done?

3. What method should be used?

Questions that this research should answer
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Step 1: Initiator Analysis

Initiating

Event

Analysis

Software related failure modes

PRA

Question1

Initiators

1. Software and its operational environment;

2. Software related failure modes:

Software functional failure modes;

Software interaction failure modes;

Support failure modes

Input/Output failure modes

Environmental impact factors
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Software and its operational environment

Input

(Human, Software,

Hardware)

Software

Output

(Human, Software,

Hardware)

Computer

Environment
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Failure Modes include: 

•

Software functional failure modes

•

Interaction failure modes

Failure Mode Taxonomy
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Software Functional Failure Modes

•

The taxonomy should focus on the “product” because 

these failure modes are the ones that impact the 

mission.

•

NASA possesses a wide range of software 

applications differing in types (control software, data 

acquisition software, advisory software).

–

Option 1: identify all types of applications and define 

their failure modes;

–

Option 2: remain generic
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Building on existing taxonomies we remain the 

following generic functional classes:

–

Omission of a function;

–

Incorrect realization of a function;

–

Function was implemented although it was not specified in 

the requirements;

–

Omission of one the attributes in function; 

–

Incorrect realization of one of the attributes in a function; 

–

Introduction of an attribute not specified in the requirements; 

–

Omission of one of the functions in the set S; 

–

Introduction of a function not in set S; 

–

Replacement of a function in set S by another function.

Software Functional Failure Modes
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Interaction failure modes are divided into:

Ø

Input/Output failure modes

Ø

Support failure modes

Ø

Environmental impact factors

Interaction Failure Modes
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Interaction with

Input

Output

Hardware

Electrical signals 

(originated from a 

sensor)

Electrical signals 

(sent to actuator)

Human

Data or control 

information (input 

through keyboard, 

computer screen, 

voice)

Data, recommended 

activities, warnings  

(produced through 

software interface)

Software

Data (Memory, 

File, Network, etc.)

Data (Memory, File, 

Network, etc.)

Input/Output Failure Modes
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Characteristics

Definition

Failure Modes

Amount 

The total number or quantity of 

input or output.

The possible failure modes are 

“

Too much

”

and 

“

Too 

little

”

, for instance, the omission of an input or output, 

the repetition of an input or output, etc.

Load

The quantity that can be carried 

at one time by a specified input 

or output medium.

The possible failure mode is 

“

Overload

”

.

Value

The value taken by the input or 

output quantity.

The possible failure mode is 

“

Incorrect value

”

.

Time

The point at which the input or 

output occurs.

The possible failure modes are 

“

Premature (too 

early)

”

, 

“

Delayed (too late)

”

and 

“

Omitted (no 

input/output within the time interval allowed)

”

.

Rate

The frequency at which the 

input is sent or the output is 

received.

The possible failure modes are 

“

Too fast

”

and 

“

Too 

slow

”

.

Duration

The time period during which 

the input or the output last.

The possible failure modes are 

“

Too long

”

and 

“

Too 

short

”

.

Range

The limits of input/output

’

s 

quantity.

The possible failure mode is 

“

Out of range

”

.

Input/Output Failure Modes
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•

CPU failures

–

lead to degraded functionality, loss of function 

of the software. 

•

Memory failures

–

induce failures due to resource competition, 

resource shortage, or unavailability of resources.

•

Peripheral devices

’

failures

–

failures of the printer, the input devices, display, 

network, disk, tapes or other devices

–

directly lead to software

’

s malfunction.

•

Other support failures 

–

loss of power supply

Support Failure Modes
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•

Environmental Impact Factors include

–

Interference with electronic or other signals, barometric 

pressure, low gravity, fires, temperature, air 

conditioning, saline atmosphere, humidity, natural 

disasters, etc. 

•

Environmental Impact Factors can be divided into: 

Ø

Immediate impact

Ø

Insidious impact

Environmental Impact Factors
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Step 2: Construction

Accident-

Sequence

Construction

Modeling Approaches and Techniques

PRA

Question 2

Consequences

1. Failure modes modeling approach

2. Examples of three modeling techniques
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Failure Modes

Modeling Approaches

Input

Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram

, Cause

-

consequence analysis, Master Logic Diagram.

Function

Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram

, Master 

Logic Diagram, Markov Chain,

Petri

Nets. 

Output

Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram

, Master 

Logic Diagram, Cause

-

consequence analysis.

Support

Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram

, Master 

Logic Diagram,

Petri

Nets, Markov Chain, Cause

-

consequence analysis.

Environment

Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram

, Master 

Logic Diagram, Cause

-

consequence analysis.

l

(  )

Failure Modes and Modeling Approaches

x
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Failure Modes and Three Modeling Approaches

Failure 

modes

Modeling Approach
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-

Consequence Analysis

Input

Incorrect

Duration

Range

Rate

Time

Value

Load

Amount

Failure related to Amount

Failure related to Range

Failure related to Duration

Failure reltated to Rate

Failure related to Time

Failure related to Load

Failure related to Value

OR

Input correct?

Yes

No

Duration

Range

Rate

Time

Value

Load

Amount

Input

Software

function

 failure

Function

Attribute

Functions in set S

Introduction

Ommission

Incoorect

reliazation

Ommission

Ommission

Incoorect

reliazation

Introduction

Introduction

Replacement

Function

failure

Attribute

failure

No

Function

failure

No

Set S

failure

No

Function

success

Yes

Yes

Yes

Function

failure?

No

Yes

Set S

failure

Attribute

failure

Function

failure

Function



	
[image: image21.wmf]21

Failure Modes and Three Modeling Approaches
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Step 3: Quantification

Accident-

Sequence

Quantification

Quantification models and Data

PRA

Question 3

Probabilities

1. Failure modes and quantification models

2. Failure modes and processes yielding relevant data

3. Failure modes and databases
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Failure Modes and Quantification Models 

Failure Modes

Quantification Models

Input 

Statistical distribution 

Function

Statistical distribution, 

Software reliability models 

Output

Statistical distribution 

Support

Weibull

distribution, Bathtub Curve

Environment

Statistical distribution, Accelerated testing models
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Failure Modes and Processes Yielding Relevant Data

Function

Reviews in software process (IEEE std 730 1998, IEEE std 1028 19

97)

3.6.1 Software requirements review, 3.6.2.2 Preliminary design r

eview, 3.6.2.3 Critical 

design review, 3.6.2.5 Functional Audit.

Reviews in software Product (IEEE std 1012 1986, IEEE std 1028 1

997)

3.5.2 Concept documentation evaluation, 3.5.3 Software requireme

nt

traceability

analysis, 

requirements evaluation, and interface analysis, 3.5.4 Design

traceability

analysis, design 

evaluation, and interface analysis, 3.5.5 Source code

traceability

analysis, requirements 

evaluation, and interface analysis, Appendix: Algorithm analysis

, Control flow analysis, 

Database analysis, Data flow analysis, Design walk

-

through, Functional audit, Requirements 

walk through,  Source code walk through, Test evaluation, Test w

alk

-

through.

System requirements analysis, System architectural design evalua

tion, System integration 

evaluation.

Preliminary hazard analysis (PHA), System hazard analysis (SHA),

Operating and support 

hazard analysis (O&SHA).

Failures from testing (Module testing, Unit testing (function te

sting or structural testing), 

integration testing, system testing (Facility testing, volume te

sting, stress testing, usability 

testing, security testing, performance testing, storage testing,

configuration testing, 

compatibility/conversion testing, instability testing, reliabili

ty testing, recovery testing, 

serviceability testing, documentation testing and procedure test

ing), acceptance testing, 

regression testing, qualification testing, Installation testing.

),

Failure reporting Analysis and Corrective Action System (FRACAS)

, FMEA.
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Failure Modes and Databases

Failure Modes

Databases

Input

Databases for input failure modes could not be identified

. The search is 

still ongoing. The databases for Function (see below) may includ

e part of 

information required. Further research will assess whether data 

is available 

in the databases defined below.

Function

Software Lifecycle Empirical Database (SLED) (ARF Error Dataset,

DACS 

Productivity Database, NASA Ames Error/Fault Dataset, NASA/SEL 

Database, Software Reliability Database)

Output

Databases for output failure modes could not be identified

.  The search 

still ongoing. The databases for the Function may include part o

f 

information required. Further research will determine whether da

ta is 

available in the databases identified.

Support

Electronic Parts Reliability Data (Reliability Analysis Center)

MIL

-

HDBK

-

217F Reliability Prediction of Electronic Equipment 

FARADIP (

FAilure RAte

Data In Perspective)

Environment

Electronic Parts Reliability Data (Reliability Analysis Center),

MIL

-

HDBK

-

217F Reliability Prediction of Electronic Equipment, 

Further 

research is required to determine databases available for the 

quantification of environmental events that have an immediate 

consequence on the equipment such as earthquakes, etc.
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Data Requirements for Quantification

Quantification 

Data requirements

Input

Number of total inputs within a given time period, number of inc

orrect inputs 

within the period, number of incorrect inputs falling in the sev

en input failure 

mode categories, which are value, rate, load, duration, time, am

ount, range.

Function

The time of each failure occurrences, number of failures (faults

) during the given 

period, number of days of operation during the period.

(see Table (data requirements for software reliability models))

Output

Number of total outputs within a given time period, number of in

correct outputs 

within the time period, number of incorrect inputs falling in th

e seven input 

failure mode categories, which are value, rate, load, duration, 

time, amount, 

range.

Support

The time of each failure occurrences, number of failures during 

the given period, 

number of days of operation during the period, failure rate. 

Environment

The failure rate (or degradation factor

[1]

) for each support component under each 

specific environment (for instance, under 50%, 100% humidity), p

robability for 

the occurrence of each catastrophic environment that can immedia

tely impact the 

support system

’

s functions.

[1]

The actual failure rate = initial failure rate

´

degradation factor. The degradation factor is a function of the 

environment.
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Three dimensions

Sub

-

dimensions

Example models

Data requirements

Life

-

cycle based 

models

Early Prediction 

models

RADC

The application type 

(A), 

the 

development environment 

(D), 

and 

the software characteristics (S), 

fault exposure ratio, 

linear 

execution frequency, 

number of 

inherent faults

Smidts

et.al 98

Software process failure modes 

and their time to occurrence.

Late Prediction 

models

SRGM

Time between failures, failure 

counts during a period time. 

Input domain 

models

Input profile distribution, testing 

results

Fault seeding 

models

Number of seeded faults, number 

of seeded faults found, number of 

faults found totally, fault exposure 

ratio, 

linear execution frequency.

Data Requirements for Software Reliability Models
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Step 4: Uncertainty

Uncertainty

Analysis

Not addressed in this report

PRA

Question 4

Uncertainty
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Methodology and Corresponding Report Sections

Initiating

Event

Analysis

Accident-

Sequence

Construction

Accident-

Sequence

Quantification

Uncertainty

Analysis

Software

related failure

modes

Modeling

Approaches

and
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Quantification

models and
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PRA
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Analysis Steps
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Fingrue 2-1 Software and its

operational environment

Table 2-2 Definition of the input/

ouput characteristics and

corresponding failure modes

Table 2-3 Mapping Between failure

modes and examples

Table 3-1 Failure modes and

modeling approaches

Table 3-2 Failure modes expressed

using three modeling techniques:

FTA, ESD, CCA

Table 3-3 Failure modes and

quantification models

Table 3-5 Failure modes and

processes yielding relevant data

Table 3-6 Failure modes and

databases

Table 3-7 Data requirements for

quantification

Table 3-8 Software reliability models

data requirements

Tables and Figures
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Conclusions

•

We have established a list of software related 

failure modes which can serve to identify 

potential contributions of software in PRA. 

•

We have presented the modeling approaches, 

quantification models and data requirements for 

quantification. 

•

The second question of PRA can be answered by 

using the modeling approaches proposed.

•

The third question of PRA can be answered 

partially.
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Further Research

•

Work on quantification models for I/O and 

environmental factors

•

Work on uncertainty analysis

•

Refine and apply our approach to an example 

application.


	


Appendix B

Transcript of Expert Panel Discussions

Nov. 30, 2001

Introduction

J. Dugan: How do computer systems fail?

C. Smidts: The work is far from final. Get ideas about inconsistencies. A systematic approach towards this. Computer platform and the control system make hardware. Started march 2001. Evaluate the general methodology. Based on comments identify areas of research, resubmit report, document test cases, expert feedback etc.

W. Farr: Goals should be very explicit. The time and data that you need to collect should be explicitly stated.

C. Smidts: We are aware. Space shuttle: a lot of data, Space station : less data. 

A. Mosleh: If u tailor u’r methodology  to a specific model u turn up with a very precise model but u cut down on generality of  your approach.

C. Smidts: We would select a range of applications that would import various flavors and would try to make the method more and more generic.

Methodology

M. Stamatelatos: Petri net is not used in USA. No available tools.

J. Dugan: Petri net are more powerful than many other tools in various aspects and hence their power needs to be exploited wherever possible. May be a section of the system would be modeled using the Petri nets.

M. Stamatelatos: May be a tool exists which does the analysis with the actual modeling technique hidden from the modeler. This way the modeler doesn’t have to understand the intricacies of the Petri net.

J. Dugan: Computer guys and the PRA guys have conflicting ideas and they fail to reconcile often.

A. Mosleh: Having experts from different fields is not new in PRA. PRA is kind of an integrator. 

W. Farr:  If u see the entire system’s safety integration of various expertises is necessary.

J. Dugan: Software developers don’t view the code as having failures in it. They refuse to believe that their creation can actually be imperfect.

M. Stamatelatos:  People in other domains have similar problems and are not very rare.

C. Smidts: What types of uncertainty analysis should be done???

M. Stamatelatos: The ideas of Aleatory and aleastemic are not totally useless and can be important as well.

A. Mosleh:  Identifying failure modes is more important than fixing the uncertainty. U should also consider the model uncertainty.

W. Farr: U should be dealing with software intensive system. U would actually like to see what effect you have when the software is actually failing. U should take care of the fact that to deal with Hardware reliability you have a lot of models and enough technology for support. Software reliability, on the other hand, has a lot of models to its name but not much technology behind them. And human reliability doesn’t have any good quantification models yet.

M. Stamatelatos: Lot of models but all of them could actually be categorized into various groups.

J. Dugan: Try and attack the simple stuffs first.

A. Mosleh: Try out with a rough model first. Based on importance of various factors you can identify the appropriate model for that phase.

Software and its operational environment

C. Smidts: We see what would possibly go wrong? Not how?

A. Mosleh: Output is a function of input and environment?

                              O = f (I,E)

U actually need to find out I, E and f.

Failure mode taxonomy

M. Stamatelatos: What is a product and process failure mode? How are they different?

C. Smidts: What should we do about models, remain generic or try to develop application specific models?

M. Stamatelatos: Why don’t u rather look at all major types of applications?

W. Farr:  The word “ALL” is actually heavily loaded? “ALL” changes time to time.

J. Dugan: Go for generic first. Refine it according to the various application of interest later on.

Software Functional Failure Modes

D. Wallace: Trouble with attribute category. Non functional requirements, do they include performance requirements? Look at the “terminology used by software engineers”.
J. Dugan: A couple of broad categories of failure modes are always handy and should be included.

M. Stamatelatos: Pick up categories important to NASA and then move to more generic ones.

C. Smidts: We rather start with generic modes.

W. Farr: Time constraints can be actually be hard and can become a real functional requirement and can be soft and be a non-functional requirement.

M. S. Wetherholt: Data collisions etc are implicit functional requirements and software failures because of data collision etc can be very common.

C. Smidts:  “We need to add some implicit requirements into failure modes as well.”

A. Mosleh: Why don’t you look at the methodology for identifying important functions as adopted by human reliability analysts? Try applying the same methodology in PRA.

C. Smidts: We haven’t defined any criteria as of yet. SRS is the only guideline we follow.

A. Mosleh: Human errors can be classified as errors of mission and errors of commission. Similarly for the software?

J. Dugan: It would be nice if u could enumerate all the different modes of interaction; it need not be a complete list of failure modes. U can’t possibly anticipate everything. The purpose of the list would be to provide guidelines to the analyst and think about how the system would actually fail.

A. Mosleh: This is certainly not the perfect model and this should be a guideline.

M. S. Wetherholt: Yeah this comes up from experience. Eg. Young software engineers.

W. Farr: As you apply, u have to modify to cater to applications. A measure of good taxonomy is how well it covers.

A. Mosleh: When you look at real events they are actually a sequence of events, where various interactions has different levels of complexity. We actually see a lot of complex scenarios. eg. China air crash. It’s not a typical input/output failure.

J. Dugan:  Exception handling/ Recovery failure are not tested with that much rigor. This is one of the very typical problems.

W. Farr: You need to put up category for all kinds of implicit failures. And see to that it doesn’t mess up your original methodology. 

CONCLUSION: Some functions, which are implicit needs to be defined explicitly.

Input/Output Failure Modes

A. Mosleh: Interacting failure modes is a 2 body problem?

J. Dugan: How about the structure of the data ? What if we pass a wrong pointer kind? Type needs to be a failure mode.

M. Stamatelatos: Combination of failure modes, do they lead to different failure mode?

A. Mosleh: There are many ways a thing can fail but you actually care about a critical few. Then you see to a sequence of events leading to them.

J. Dugan: We are trying to list all the basic failure modes. Analysts are to look up at their combinations.

M. S. Wetherholt: That’s even true about the hardware stuff. 

Functions are sometimes active in certain modes or states. Don’t expect much of requirements, as they often are self-conflicting.

J. Dugan: U need to see also what not to do in a certain mode.

A. Mosleh: U should specify a set of guidelines for the analyst to look at the system and identify the hazards.

J. Dugan: You might want to provide some scope to model systems as states and modes and try.

M. Li: You need a certain protocol for sending and receiving data, thus type and mode is actually included in value and time modes.

A. Mosleh: Apple? Orange?

M. Li:  For computers it’s all bytes.

J. Dugan: The type does actually matter. There are instances of software failures just because of the type.

C. Smidts: Goal was to limit the total number of failure modes.

W. Farr: Should think about the use of failure mode identification.

M. Stamatelatos: Should be aware of the limitations like availability of meaningful data.

Support Failure Modes

J. Dugan: Weak points on CPU failure modes.

Typically “ Stuck at 1 and Stuck at 0” failures. U can simulate the processor failures by creating similar failures. Might refer to Barry’s work.

M. S. Wetherholt: What about other software failures like the failure of the operating system?

A. Mosleh: Operating system failure should actually fit into a support failure.

M. S. Wetherholt: Expand the list of examples.

Environmental Impact Factors

D. Wallace: Who would actually worry about hardware failures?

J. Dugan: We might not want to confuse the analyst by including a lot of these issues.

W. Farr: As software analyst u may not consider about these failures but as a system analyst you would definitely do that.

K. McGill: Does the scope become too broad?

A. Mosleh: Environmental failures are important and could not be neglected at any cost.

J. Dugan: NRC actually tried to figure out if a system would fail because of smoke. They spent a lot on the research. But it might be cheaper to replace the entire system in event of a fire, and its always safer to assume a complete failure of the system in such catastrophes.

A. Mosleh: But this would actually help in modeling the stand by systems run in the events of the failure.

We need an introductory chapter on PRA.

Sequence construction.

K. McGill: The basic events needs to be independent in a fault tree.

CPU failures should actually be independent of the software failure.

W. Farr: If we need to see the methodology for software development in case of modeling software more reliable.

Software Guys: Scope of the project is very broad.

PRA guys The scope is OK.

A. Mosleh: We can always make recommendations about design. “Are the events actually independent”

What if they both work individually and contribute to failure?

D. Wallace: what can harm the software?

What can software harm?

J. Dugan: “OR” gate inputs on the wrong side. Change the sequence?

A. Mosleh: If you have components, you can build up the model and it will tell you the story? But if you have the components interacting and creating problems what happens?

What happens if two failures cancel each other? What happens if you can not break into components?

Maybe we do not have all the tools to ask all the PRA question?

J. Dugan: Why not use the common mode failures to solve the synergistic failures?

Similar methods for modeling compliers system exist.

M. Stamatelatos: Russian reactors does not always have emergences cooling system, etc.

J. Dugan: The analysis is out of scope of PRA.

A. Mosleh: if you have a deterministic relation between input and output, you can generate a simulation.

J. Dugan: PRA analysis alone can not alone safeguard any system. Experience of the analyst is necessary.

M. Stamatelatos: The typical ‘No. of failures/line” is not very good indicator of software reliability.

W. Farr: You got to keep it under scope. Keep it as simple as possible.

A. Mosleh: keep various levels of analysis for various levels of detail required.

The questions need to be asked. Before the failures. That is what PRA guidelines do. They help you ask questions at right time.

C. Smidts: The chain of events can be broken into multiple 2 body problems. If the input space is complete, you can do that.

A. Mosleh: the second phase may look at synergistic at large.

Quantification

A. Mosleh: if output= f(I, F), then,

If there is any addition of input, function, support, environment, etc, there is a probability of double count, were to account for.

M. Stamatelatos: why Weibull?

B. Li: Because its hardware, most common distribution.

A. Mosleh: Also because the exponential distribution is the special cases of Weibulll distribution. Blame it on? (failure)

C. Smidts: interaction and interface, as in a fault tree, the failures are assigned to the software.

A. Mosleh: output failures are actually the failures assigned to the interface?

M. Stamatelatos: What if the scenario changes?

C. Smidts: the probability changes, Analyst takes care of that.

A. Mosleh: Categorization of the data into various groups. You need to take care.

J. Dugan: 
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A. Mosleh: you can have different modes of present failure. Lot of work need to be done for reality data with model.

J. Dugan: Generic structures may be modified/simplified based on the basis of specific cases.

J. Dugan: requirements was poorly stated so the probability distribution could be actually  try  to the process, ODC is classification based on the time to classify development processes into 8 distinct categories.

W. Farr: Input distribution should based on the operation profile.

J. Dugan: try to ‘categorization is robust’ and categorization should be modifiable based on circumstances.

M. Stamatelatos: Table “failure modes and processes yielding relevant data”, do you really get any data?

D. Wallace: you might want to get these data from some other contractor who performed these kind of study. But these data are not easily available.

W. Farr: You won’t get any data from the initial inspection.

M. Stamatelatos: you can get ‘operational data’ instead of  ‘design data’.

W. Farr: It’s difficult as well.

D. Wallace: Start with one model.

M. Stamatelatos: yap, as a pilot study.

J. Dugan: “QRAS” project? Universities are better source for data than industry.

A. Mosleh: connection between data model and logical model is not clear. e.g. In hardware we have MIL standards etc. Try using modifiers etc like the K factors.

J. Dugan: What if no data? Make some assumptions which are not that wild: e.g., for interaction, try some complexity measurement/metric etc to indicate the level of failure. Once you have some kind of model, go get some data, use Bayesian update, to update the data.

A. Mosleh:
[image: image33.wmf]b

Si

a

n

i

e

error

P

+

-

å

=

=

1

)

(


You need to know a and b to define the model.

Failure modes and databases

A. Mosleh: try quantifying the data in a new manner like  SLIM  etc. In the common cause failure “B” was  introduced due to lack of data.

D. Wallace: the data how if fits into this model?

A. Mosleh: See the global data and   try to get something?

J. Dugan: what if the bugs are fixed. Data classification needs to take care of the severities.

Uncertainty

J. Dugan: Needs some real cases studies, real simple application ‘not ridiculously simple’ application the approach is  working.  Training/tools.

D. Wallace: use it to show that the approach is not overwhelming.

A. Mosleh: try model certain number of failures. You can isolate software as a blackbox as basic I/O, machines with not much interaction. The next step should consider S/W with interactions.

A. Mosleh: work to be done with regards to classify failure modes with context.

M. Stamatelatos: Environmental factors are not that import as well.

A. Mosleh: Simpler and linear are first. Difficult nonlinear ones may be kept for later.

A. Mosleh: Group all unknown factor and represent them as a single parameter.

J. Dugan: use at least couple of case studies.

M. Stamatelatos : try modeling the system components that you know and then develop rest of them using “B” factor.

PAGE  
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Failure Mode Taxonomy

Failure Modes include: 



		Software functional failure modes 

		Interaction failure modes

		














_1072515610.ppt


Environmental Impact Factors

		Environmental Impact Factors include

		Interference with electronic or other signals, barometric pressure, low gravity, fires, temperature, air conditioning, saline atmosphere, humidity, natural disasters, etc. 

		Environmental Impact Factors can be divided into: 

		Immediate impact

		Insidious impact
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Failure Modes and Three Modeling Approaches
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Failure Modes and Databases











Failure Modes



Databases



Input



Databases for input failure modes could not be identified. The search is still ongoing. The databases for Function (see below) may include part of information required. Further research will assess whether data is available in the databases defined below.



Function



Software Lifecycle Empirical Database (SLED) (ARF Error Dataset, DACS Productivity Database, NASA Ames Error/Fault Dataset, NASA/SEL Database, Software Reliability Database)



Output



Databases for output failure modes could not be identified.  The search still ongoing. The databases for the Function may include part of information required. Further research will determine whether data is available in the databases identified.



Support



Electronic Parts Reliability Data (Reliability Analysis Center)

MIL-HDBK-217F Reliability Prediction of Electronic Equipment 

FARADIP (FAilure RAte Data In Perspective)



Environment



Electronic Parts Reliability Data (Reliability Analysis Center),

MIL-HDBK-217F Reliability Prediction of Electronic Equipment, Further research is required to determine databases available for the quantification of environmental events that have an immediate consequence on the equipment such as earthquakes, etc.
















_1072515649.ppt


Data Requirements for Software Reliability Models



















Three dimensions



Sub- dimensions



Example models



Data requirements



Life-cycle based models



Early Prediction models



RADC



The application type (A), the development environment (D), and the software characteristics (S), fault exposure ratio, linear execution frequency, number of inherent faults



Smidts et.al 98



Software process failure modes and their time to occurrence.



Late Prediction models



SRGM



Time between failures, failure counts during a period time. 



Input domain models



Input profile distribution, testing results



Fault seeding models



Number of seeded faults, number of seeded faults found, number of faults found totally, fault exposure ratio, linear execution frequency.
















_1072515656.ppt


Methodology and Corresponding Report Sections
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Further Research

		Work on quantification models for I/O and environmental factors

		Work on uncertainty analysis

		Refine and apply our approach to an example application.
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Research Objective

		The objective of our research is to extend current PRA (Probabilistic Risk Assessment) methodology to integrate software in the risk assessment process. 



		This means that we will examine software AND its computer platform since one does not come without the other.
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Conclusions

		We have established a list of software related failure modes which can serve to identify potential contributions of software in PRA. 

		We have presented the modeling approaches, quantification models and data requirements for quantification. 

		The second question of PRA can be answered by using the modeling approaches proposed.

		The third question of PRA can be answered partially.











In this work, We have established a list of failure modes for software which can serve to identify potential contributions of software in PRA. 

Further research will focus on answering the last three questions of PRA and on applying our approach to an example system.
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Step 4: Uncertainty
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Data Requirements for Quantification 













[1] The actual failure rate = initial failure ratedegradation factor. The degradation factor is a function of the environment.







Quantification 



Data requirements



Input



Number of total inputs within a given time period, number of incorrect inputs within the period, number of incorrect inputs falling in the seven input failure mode categories, which are value, rate, load, duration, time, amount, range.



Function



The time of each failure occurrences, number of failures (faults) during the given period, number of days of operation during the period.

(see Table (data requirements for software reliability models))



Output



Number of total outputs within a given time period, number of incorrect outputs within the time period, number of incorrect inputs falling in the seven input failure mode categories, which are value, rate, load, duration, time, amount, range.



Support



The time of each failure occurrences, number of failures during the given period, number of days of operation during the period, failure rate. 



Environment



The failure rate (or degradation factor[1]) for each support component under each specific environment (for instance, under 50%, 100% humidity), probability for the occurrence of each catastrophic environment that can immediately impact the support system’s functions.
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Failure Modes and Quantification Models 











Failure Modes



Quantification Models



Input 



Statistical distribution 



Function



Statistical distribution, 

Software reliability models 



Output



Statistical distribution 



Support



Weibull distribution, Bathtub Curve



Environment



Statistical distribution, Accelerated testing models
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Failure Modes and Processes Yielding Relevant Data

































Function



Reviews in software process (IEEE std 730 1998, IEEE std 1028 1997)

3.6.1 Software requirements review, 3.6.2.2 Preliminary design review, 3.6.2.3 Critical design review, 3.6.2.5 Functional Audit.

 

Reviews in software Product (IEEE std 1012 1986, IEEE std 1028 1997)

3.5.2 Concept documentation evaluation, 3.5.3 Software requirement traceability analysis, requirements evaluation, and interface analysis, 3.5.4 Design traceability analysis, design evaluation, and interface analysis, 3.5.5 Source code traceability analysis, requirements evaluation, and interface analysis, Appendix: Algorithm analysis, Control flow analysis, Database analysis, Data flow analysis, Design walk-through, Functional audit, Requirements walk through,  Source code walk through, Test evaluation, Test walk-through.

 

System requirements analysis, System architectural design evaluation, System integration evaluation.

 

Preliminary hazard analysis (PHA), System hazard analysis (SHA), Operating and support hazard analysis (O&SHA).

 

Failures from testing (Module testing, Unit testing (function testing or structural testing), integration testing, system testing (Facility testing, volume testing, stress testing, usability testing, security testing, performance testing, storage testing, configuration testing, compatibility/conversion testing, instability testing, reliability testing, recovery testing, serviceability testing, documentation testing and procedure testing), acceptance testing, regression testing, qualification testing, Installation testing. ),

 

Failure reporting Analysis and Corrective Action System (FRACAS), FMEA.
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Step 3: Quantification
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Failure Modes and Modeling Approaches





Failure Modes



Modeling Approaches



Input



Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram, Cause-consequence analysis, Master Logic Diagram.



Function



Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram, Master Logic Diagram, Markov Chain, Petri Nets. 



Output



Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram, Master Logic Diagram, Cause-consequence analysis.



Support



Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram, Master Logic Diagram, Petri Nets, Markov Chain, Cause-consequence analysis.



Environment



Fault Tree Analysis, Event Tree Analysis, Event Sequence Diagram, Master Logic Diagram, Cause-consequence analysis.

(  )
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Failure Modes and Three Modeling Approaches 
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Step 2: Construction
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Input/Output Failure Modes

Interaction with



Input



Output



Hardware



Electrical signals (originated from a sensor)



Electrical signals (sent to actuator)



Human



Data or control information (input through keyboard, computer screen, voice)



Data, recommended activities, warnings  (produced through software interface)



Software



Data (Memory, File, Network, etc.)



Data (Memory, File, Network, etc.)
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Input Characteristics

The Input I = {I1, I2, …, Ii,…}, Ii is the ith input variable

The following operators can be applied to I:

		Amount: A(I) = | I | 

		Value:V(I, i, t) = Value of variable Ii at time t

		Range: Rg(I, i) = [Min V(I, i, t) , Max V(I, i, t) ]

		Time: T(I, i) = the set of points at which Ii goes from undefined to defined

		Duration: D (I, i, Tj(I, i)) = the amount of time during which Ii is defined

		Rate: R(I, i, Tj(I, i))  = m/(time unit) | if Tj+m – Tj  time unit

		Load: L(I) = 
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Support Failure Modes

		CPU failures

		lead to degraded functionality, loss of function of the software. 

		Memory failures

		induce failures due to resource competition, resource shortage, or unavailability of resources.

		Peripheral devices’ failures

		failures of the printer, the input devices, display, network, disk, tapes or other devices

		directly lead to software’s malfunction. 

		Other support failures 

		loss of power supply 
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Input/Output Failure Modes

Characteristics



Definition



Failure Modes



Amount 



The total number or quantity of input or output.



The possible failure modes are “Too much” and “Too little”, for instance, the omission of an input or output, the repetition of an input or output, etc.



Load



The quantity that can be carried at one time by a specified input or output medium.



The possible failure mode is “Overload”.



Value



The value taken by the input or output quantity.



The possible failure mode is “Incorrect value”.



Time



The point at which the input or output occurs.



The possible failure modes are “Premature (too early)”, “Delayed (too late)” and “Omitted (no input/output within the time interval allowed)”.



Rate



The frequency at which the input is sent or the output is received.



The possible failure modes are “Too fast” and “Too slow”.



Duration



The time period during which the input or the output last.



The possible failure modes are “Too long” and “Too short”.



Range



The limits of input/output’s quantity.



The possible failure mode is “Out of range”.
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Building on existing taxonomies we remain the following generic functional classes:

		Omission of a function;

		Incorrect realization of a function;

		Function was implemented although it was not specified in the requirements;

		Omission of one the attributes in function; 

		Incorrect realization of one of the attributes in a function; 

		Introduction of an attribute not specified in the requirements; 

		Omission of one of the functions in the set S; 

		Introduction of a function not in set S; 

		Replacement of a function in set S by another function.



Software Functional Failure Modes
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Interaction Failure Modes

Interaction failure modes are divided into:

		Input/Output failure modes

		Support failure modes

		Environmental impact factors
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Software Functional Failure Modes

		The taxonomy should focus on the “product” because these failure modes are the ones that impact the mission.

		NASA possesses a wide range of software applications differing in types (control software, data acquisition software, advisory software).



		Option 1: identify all types of applications and define their failure modes;

		Option 2: remain generic
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The PRA Process





PRA is the process designed to answer four basic questions:

		What can go wrong?

		What are the consequences of things going wrong? 

		How likely are these undesirable consequences?

		How confident are we about our answers to the above questions?











What is PRA? PRA is the process designed to answer four basic questions: First, What can go wrong? This is hazard identification. Second, what are the consequences of things going wrong. Third, how likely are the undesirable consequences. Fourth, what is the uncertainty of the assessment.
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Step 1: Initiator Analysis
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Software and its operational environment













The work presented today attempts to answer the first question of PRA: what can go wrong. If we consider the role of software in a system, it becomes clear that software takes inputs from other subsystems (either other software or hardware or humans) and produces outputs that will be used by either humans, other software or by hardware. The software runs on a computer platform and the behavior of that computer platform and ultimately of the software is thus influenced by the environment. By environment we mean level of humidity, level of radiation, etc.  A failure (or an abnormality) at any of the points identified on the diagram may lead to an erroneous behavior of the system and a potential impact of software on risk.  
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Methodology
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context of this research?


2. Which types of uncertainty analysis should be


done?


3. What method should be used?


Questions that this research should answer
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What Have We Done So Far 

		Started Research March 2001;

		Work to date is documented in the report and is an initial prototype of the methodology for integrating software into PRA;

		The workshop is to help us improve/correct the methodology 



	Specifically,

		Evaluate the general methodology followed;

		Identify holes and/or inconsistencies;

		Propose solutions to these;
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Follow-Up to the Workshop

		Based on the comments and recommendations of the experts, identify areas that require further research;

		Perform research and reflect new findings in Revision A of the report;

		Submit revised report to experts for comments;

		Select NASA application and perform analysis according to methodology proposed in the report;

		Document test case and changes to the approach brought by application of methodology to test case in Revision B of the report;

		Solicit expert feedback on Revision B and generate final report. 
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