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Abstract
This paper presents an approach for improving requirements tracing by adding a user feedback method to information retrieval (IR) techniques.  Specifically, we focus on improving recall and precision in order to reduce the number of missed traceability links as well as to reduce the number of irrelevant potential links that an analyst has to examine when performing requirements tracing.  A user feedback method was applied to several IR algorithms to address this problem.  We evaluated our algorithms by comparing their results and performance to an oracle (the correct trace results).  Initial results suggest that the user feedback method increases recall by over 13% while also decreasing the number of irrelevant potential links.
Research

1. Introduction

    Despite the existence and increasing adoption of Computer-Aided Software Engineering (CASE) tools, there are still many software projects for which no requirements trace exists.  Lack of this information in a typical development effort hinders debugging, testing, change impact analysis, and cost estimations, just to mention a few.  For a safety-critical or mission-critical project, lack of this information could easily halt work.  For example, an instrumentation and control (I&C) software subsystem of a nuclear power plant will not pass safety requirements if it cannot prove that all lines of source code emanate from approved requirements.  Requirements tracing addresses this.

    Unfortunately, requirements tracing is not a pleasant task.  There is currently much manual, boring, person time that is required.  Take for example the task of tracing a requirement specification to all its children design specifications.  Analysts must interactively search through large softcopy requirements specification and alternately search through several design specifications to find potential links or traces.  In addition to being distasteful, it is highly error prone work.  Automated assistance for this is largely aimed at aiding developers to build the trace as they perform software development.  But often that does not occur, and there is a lack of automated tools for assisting analysts who must perform tracing “after the fact.”

   This research addresses the requirements tracing problem through application of information retrieval methods.  Specifically, the vector model, the simple thesaurus model, and the user feedback method for either model have been applied and found to be effective and efficient.  The feedback method allows us to find up to 85% of the links within a trace (e.g., of a requirements specification to its children design specifications) with a precision of close to 40%, an increase of over 13% for both recall and precision prior to use of feedback.

   Section 2 briefly presents the requirements tracing problem.  IR background, IR methods, and the feedback method applied are presented in Section 3.  The results obtained from evaluation are discussed in Section 4.  Section 5 addresses related work.  Finally, Section 6 presents conclusions and areas for future work.

2. Requirements tracing

    There are two important metrics in evaluating requirements traces:  the percentage of actual matches that are found (recall) and the percentage of correct matches as a ratio to the total number of candidate links returned (precision).  Performance or time to build the trace is a third metric.    Current methods are prone to error and require intense effort on the part of the analyst.  Recall, precision, and performance values for these methods are not widely known or generalized.  This NASA-funded research is aimed at improving the state of the art of after the fact requirements tracing.  The problem was cast as an Information Retrieval problem, three methods were implemented [11], a feedback algorithm was developed, our analysis tool was enhanced [11], and an evaluation study was performed.  The feedback method allows us to find ~80% of the links within a trace (e.g., of a requirements specification to its children design specifications) with a precision of ~40%.

3. Information retrieval (IR) for requirements tracing

   The main problem studied in the field of Information Retrieval (IR) is determination of relevant documents in document collections given user-specified information needs [8,9].  Most IR methods operate by converting each document in the collection into a mathematical representation that tries to capture the information content of the document and comparing such representations to similar representations of user information needs (queries). The majority of IR methods are keyword-based: the document and query representations incorporate information about the importance of specific keywords found in the document. 

3.1 Requirements Tracing as an IR problem 

   Generally speaking, requirements tracing can be viewed as a problem of document comparison. High- and low-level requirements form two collections of documents. The analyst then compares high-/low-level requirement pairs and for each such pair makes an explicit or implicit similarity judgment.

   Such a setup appears to be similar to the basic IR problem. In forward requirements tracing, the low-level requirements form the document collection and the high-level requirements form the set of queries. For each such high-level requirement query, relevant low-level requirements would, ideally, be the ones that trace back to it. In [11] we have studied the applicability of some of the traditional IR methods to the problem requirements tracing.  We found that simple IR methods are not enough for robust determination of the trace. Simple keyword-based retrieval using vector model showed insufficient recall and poor precision. We were able to increase the recall to about 85% by using a simple thesaurus of terms and key phrases, however, precision still remained around 30-40%.  

   Such a showing is hardly surprising. While on the surface requirements tracing shares a lot of common traits with the traditional Information Retrieval tasks, there are also significant differences, that make direct applications of IR methods less effective. These differences are:

1. Size of the domain. A typical size of a real requirements tracing project does not exceed thousands of requirements for both levels. Smaller projects have the numbers of requirements in hundreds. At the same time, typical IR methods are designed to work on document collections that contain millions of documents. The larger the size of the collection, the more processing time is needed, but also, more information can be gathered about the collection and the vocabulary used will be larger, more diverse.  

2. Size of requirements. Individual requirements in the requirements and design documents are, typically, no longer than a couple of sentences. Such small texts mean fewer keywords per document in the constructed document representations. Together with smaller number of documents (requirements) themselves, this gives rise to anomalies when one or two casual keyword matches in unrelated requirements get high relevance scores. This stands in contrast with traditional IR domains where documents are much larger and thus have expressive representations not prone to the influence of a single keyword.

3. Interdependence of requirements.  In  a  standard IR system all queries issued by users are considered to be independent. The results of one query are not really compared with the results of another query directly (although using collaborative filtering techniques it is possible to suggest relevant documents based on results of prior similar queries). In requirements tracing, because all queries come from the same document, and some of them represent related requirements,  comparison of candidate links for such related requirements may yield extra information. Standard IR methods, however, do not do that.

   We can attempt to improve the performance of IR methods in requirements tracing in two ways. The first way is the implementation of more complex algorithms that take advantage of more than just straightforward keyword matches between the documents – our work in progress. The second way is to use iterative techniques, such as user feedback processing to improve the performance of already implemented methods. 
   The use of feedback processing is particularly appropriate for the requirements tracing problem because we believe that despite the clear need to automate the process itself, the final word on the trace has to belong to a human analyst. The use of feedback processing would insert the analyst into the appropriate place in the process of requirements tracing: the analyst will serve as a facilitator of the process and validator of the results.

   Given an IR algorithm, the user feedback loop proceeds as follows. On the first iteration, the analyst chooses the high- and low-level requirements and starts the IR algorithm. Once the algorithm produces the candidate trace, the analyst examines it and makes decisions concerning the candidate links. The analyst can vote to include a suggested candidate link in the trace, exclude it from the trace, or leave the status of the link as-is for the moment. At some point, the analyst may stop the examination process and submit the intermediate results. The analyst’s choices of relevant (included in the trace) and irrelevant (excluded from the trace) requirements cause the feedback processing part of the loop to change the representation of the high-level requirements tailoring the subsequent rerun of the IR algorithm to find more requirements similar to the ones deemed relevant and relegate requirements found to be similar to the irrelevant ones. The analyst then can continue the same process with the newly obtained and improved list of candidate links. The loop repeats until the analyst is completely satisfied with the trace. The key issue to note here is that the analyst does not have to examine every single candidate link on any of the steps. Standard feedback processing methods show good results for very few answers provided by the user and tend to converge in very few iterations.

3.2 Methods applied

   For this study we have used two IR algorithms implemented previously [11]: vanilla vector retrieval, otherwise known as tf-idf retrieval and vector (tf-idf) retrieval with a simple thesaurus. On top of these algorithms we have implemented three different standard feedback processing methods.

3.2.1 
Tf-Idf model

Standard vector model (also known as tf-idf model) for information retrieval is defined as follows. Each document and each query are represented as a vector of keyword weights.   More formally, let V = {k1,…,kN} be the vocabulary of a given document collection. Then, a vector model of a document d is a vector (w1,…,wN) of keywords weights, where wi is computed as follows:
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Here tfi(d) is the so-called term frequency: the frequency of keyword ki in the document d, and idfi, called inverse document frequency is computed as 
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where n  is the number of documents in the document collection and dfi is the number of documents in which keyword ki occurs. Given a document vector d=(w1,…,wN) and a similarly computed query vector q=(q1,…,qN) the similarity between d and q is defined as the cosine of the angle between the vectors:
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3.2.2. Tf-Idf + Simple Thesaurus

   The second method used in [11] extends tf-idf model with a simple thesaurus of terms and key phrases. A simple thesaurus T  is a set of triples <t, t’,(>, where t and t’ are matching thesaurus terms and ( is the similarity coefficient between them. Thesaurus terms can be either single keywords or key phrases – sequences of two or more keywords. While thesauri organized in such a way are indeed quite simple – they do not contain any ontologies or taxonomies, it is still possible to express a number of important features using them. In particular, one can specify using simple thesauri:

1. Synonims:

(error, fault, 1.0)

2. Important key phrases:

           (Greenwich meridian, Greenwich meridian, 1.0);
3. Similar key phrases:

(sequence of keystrokes, standard input, 0.8);

4. System Ids:

(Device_Not_Found, Error Message, 0.7);

5. Abbreviations:

(RE, Requirements Engineering, 1.0).

   The vector model is augmented to account for thesaurus matches as follows. First, all thesaurus terms that are not keywords (i.e., thesaurus terms that consists of more than one keyword) are added as separate keywords to the document collection vocabulary. For example, after processing the second example from the list above, the vocabulary will contain entries for “Greenwich”, “meridian” and “Greenwich meridian”.  The weight of a vocabulary entry (single keyword, or a thesaurus term) in for a document remains unchanged. However, given a thesaurus T={<ki,kj,(ij>}, and document and query vectors d=(w1,…,wN) and q=(q1,…,qN),  the similarity between d and q is computed as
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3.3. Incorporating Relevance Feedback from analysts

   Relevance feedback is a technique to utilize a users input to improve the performance of the retrieval algorithms.  Relevance feedback techniques adjust the vector weights of the query according to the relevant and irrelevant documents found for it, as supplied by the user.  The document vectors remain unchanged.  The methods for changing the weights are based on the ideal formula:
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where R is the number of documents relevant to a specific information need in the entire document collection and N is the size of the collection.

   However, this formula cannot be used since finding the set of relevant documents is the goal of the algorithm.  Instead, we use three basic methods that, given a query q, the result of executing an IR algorithm on q and a list of relevant and irrelevant documents contained in it, update the vector for the query. More formally, let q be a query vector, and Dq be a list of document vectors returned by some IR method given q. Further, assume that D has two subsets: Dr  of size R of documents relevant to q and Dirr    of size S  of irrelevant documents that have been provided by the user. Note, that Dr and Dirr are disjoint, but not necessarily cover the entire set Dq.  One of the most popular methods for computing the new representation of query q is Standard Rochio:
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Intuitively, query q is adjusted by adding to its vector a vector consisting of the document vectors identified as relevant, and subtracting from it  the sum of all document vectors identified as false positives. The first adjustment should lead to the inclusion of documents similar to the relevant ones into the answer set on the next step – thus potentially increasing recall. The second adjustment should result in documents similar to the known irrelevant documents getting significantly lower relevance rating and dropping from the answer set, thus potentially increasing precision. The constants α, β, γ in the formulas above can be adjusted in order to emphasize such positive or negative feedback as well as the importance of the original query vector. Once the query vectors have been recomputed, the selected IR algorithm is run with the modified query vectors.  This cycle can be repeated until the user is satisfied with the results.  After all of the vectors for the high level requirements have been modified, the retrieval formulas are computed again, and the new results are displayed.[1]

4. Evaluation

   In [11], we found that the tf-idf method did not outperform manual tracing, but that the thesaurus method improved recall considerably at a comparable level of precision.  To assess the effectiveness of the feedback method, we performed an evaluation study of both the tf-idf and thesaurus approaches.  We built a dataset from open source NASA Moderate Resolution Imaging Spectroradiometer (MODIS) documents [12,14] for this purpose.  The dataset contains 19 high level and 49 low-level requirements.  We manually verified the trace.

   To ensure that we evaluated the feedback methods effect on recall and precision and not an analyst’s ability to correctly select matches from a candidate match list, we designed the study as follows.  Graduate student volunteers used the verified trace (the “right answers”) to provide feedback to our tracing tool.  The study design was as follows:

	IR method
	Feedback 

method
	Behavior
	# Iterations

	Tf-idf
	Standard 

Rochio
	Top 1

Top 2

Top 3

Top 4
	8



	Thesaurus
	Standard 

Rochio
	Top 1

Top 2

Top 3

Top 4
	8


The Standard Rochio feedback method was applied for both IR methods  (tf-idf and thesaurus).  Behavior refers to the analyst’s level of interaction with the tool.  For each level, we refer to the tool’s initial calculation of candidate links as iteration 0 (prior to any user feedback).  We simulated four levels of interaction.  For “Top 1,” on each iteration of the feedback process, the volunteer examined the top previously unexamined candidate link for each high level requirement   If that link did appear in the answer set for that high level requirement, the volunteer clicked on “link” and marked it on the sheet.  If not, they clicked on “no link” and wrote it on their sheet.  At each iteration, this process continued until all high level requirements had been examined.  After each iteration, we applied the Standard Rochio feedback processing algorithm to reweigh vectors for high-level requirements, ran the chosen IR method for the newly generated instance of the IR problem, recorded the output for further evaluation, and presented the results to the volunteer.  This process continued until 8 iterations had been completed or the volunteer noted that for all high level requirements, the same candidate links were appearing (i.e., the feedback algorithm had “stabilized.”).  The other behaviors are the same: for “Top i”, the volunteer examined the top i previously unexamined candidate links.

   The following results were obtained (after the highest iteration performed).  Data for each Behavior group follows in figures 1 through 4.  Note that each tf-idf iteration began with a recall of 57.1% and a precision of 13.6% and that each thesaurus iteration began with recall of 64.2% and precision of 15.4%:




	IR

Method
	Behavior
	Overall Recall
	Overall Prec.
	% delta in Recall

(all are

increase)
	% delta in Prec.

(all

are increase)
	Last iteration

	Tf-idf
	Top 1
	76.1
	25.2
	19
	11.6
	6

	Tf-idf
	Top 2
	69
	36.4
	11.9
	22.6
	8

	Tf-idf
	Top 3
	66.6
	28.4
	9.5
	14.8
	8

	Tf-idf
	Top 4
	71.4
	19.1
	14.3
	5.5
	7

	Thesaurus
	Top 1
	73.8
	39.1
	9.6
	23.7
	8

	Thesaurus
	Top 2
	78.5
	35.8
	14.3
	23.4
	8

	Thesaurus
	Top 3
	80
	28
	15.8
	8
	7

	Thesaurus
	Top 4
	78.5
	23.6
	14.3
	8.2
	5


   Note that for several Behaviors, the highest recall was not found in the last iteration.  For example, on tf-idf Top 3, iteration 7 had a recall of 69% (it dropped to 66.6% in the last iteration).  But for tf-idf, precision was always at its highest at the last iteration.  A similar observation was made for thesaurus.  For example, on Top 2, iteration 6, recall was 83.3% (it dropped to 78.5 in the last iteration).  Again, precision was always at its highest for thesaurus at the last iteration.  

   The average increase in recall for all tf-idf behaviors was 13.6%, it was also 13.6% for precision.  For thesaurus, recall increase by 13.5% on average and precision increased by 15.8%.  Of particular interest is that the Top 1 behavior for tf-idf outperformed the average of all Behaviors in recall and was just 2% lower for precision.  This is an excellent result.  Based on our industrial experience, analysts may not be willing to spend the time to provide feedback on the Top 3 or Top 4 candidate links.  We do believe they would be willing to provide feedback on the Top 1 candidate link.

   Figures 1 through 4 provide a two-dimensional view of all the iterations for each Behavior for tf-idf and thesaurus.  As can be seen, a simialr shape occurs for all Behaviors.  Iteration 1 drops below iteration 0, due to vector keyword weight adjustments, only to rebound in iteration 2.  Recall and precision then increase until a leveling off occurs.
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Figure 1.  Top 1 Behavior for Both IR Methods.
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 Figure 2.  Top 2 Behavior for Both IR Methods.
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Figure 3.  Top 3 Behavior for Both IR Methods.
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Figure 4.  Top 4 Behavior for Both IR Methods.

4.1. Requirements Tracing Tool
   The tool implements four tasks, namely document model building, query model building, candidate link generation, and feedback.  

   The user must first select the method to be used, thesaurus file (if any), and the directories containing document files and query files. The document model building stage consists of the following steps:

· parsing and tokenizing the requirements

· stopword removal (words that are not useful for the purposes of retrieval, like “will”, “an” or “can” are removed from the token stream)

· stemming (reducing the token to its root so that different forms of the same word are treated as one term (e.g., “Authorize” and “Authorization”))

· generating vocabulary list of the dataset

· creating document vectors

   In the query model building stage, the queries are parsed one-by-one and the tokens are added to a list. Query vectors are built after stopword removal and stemming.

   To generate candidate links, each query vector is compared against each document vector to compute similarity. For each query element, the documents with a non-zero similarity value are listed. The output is represented in XML format. The XML file is presented to the analyst.

   For feedback, our requirements tracing tool allows the user to examine the suggested matches between the high level and low level requirements in order to select which of them seem to be relevant or irrelevant matches.  After the user has made these choices for all of the high level requirements, the results are stored in an XML file.  The user can choose which of the three relevance feedback methods to use.  The appropriate feedback algorithm is used to recompute the query vectors.  Then, the original vector formulas are used once again to associate the high level requirements with the low level requirements.  The results are then displayed for the user to provide more input.  The user can go through this cycle until he/she is satisfied that all of the matching requirements have been found.  
2. Related work

      There are two areas of interest:  requirements tracing and IR as it has been applied to the problem of requirements analysis.  Each is addressed below.

5.1. Requirements tracing

   We have been tackling the requirements tracing problem for many decades.  In 1978, Pierce [16] designed a requirements tracing tool, basically a way to build and maintain a requirements database, to facilitate requirements analysis and system verification and validation for a large Navy undersea acoustic sensor system. 

   Hayes et al [10] built a front end for a requirements tracing tool called the Software Automated Verification and Validation and Analysis System (SAVVAS) Front End processor (SFEP).  This was written in Pascal and interfaced with the SAVVAS requirements tracing tool that was based on an Ingres relational database.  SFEP allows the extraction of requirement text as well as the assignment of requirement keywords through the use of specified linkwords such as shall, must, will, etc.  These tools are largely based on keyword matching and threshold setting for that matching.  Several years later the tools were ported to hypercard technology on Macs, and then to Microsoft Access and Visual Basic running on PCs.  This work is described by Mundie and Hallsworth in [15].  These tools have since been further enhanced and are still in use as part of the Independent Verification and Validation (IV&V) efforts for the Mission Planning system of the Tomahawk Cruise Missile as well as for several NASA Code S science projects.

   Abrahams and Barkley, Ramesh, and Watkins and Neal [1, 17, 22] discuss the importance of requirements tracing from a developer's perspective and explain basic concepts such as forward tracing, backward tracing, vertical tracing, and horizontal tracing.  Casotto [6] examined run-time tracing of the design actvity.  Her approach uses requirement cards organized into linear hierarchical stacks and supports retracing.  Tsumaki and Morisawa [21] discuss requirements tracing using UML.  Specifically they look at tracing artifacts such as use-cases, class diagrams, and sequence diagrams from the business model to the analysis model and to the design model (and back) [21].

   There have also been significant advances in the area of requirements elicitation, analysis, and tracing.  Work has largely been based on lexical analysis, such as extraction and analysis of phoneme occurrences to categorize and analyze requirements and other artifacts [19].  Bohner's work on software change impact analysis using a graphing technique may be useful in performing tracing of changed requirements [4].  Anezin and Brouse present advances in backward tracing and multimedia requirements tracing in  [2, 5]. 

   Cleland-Huang et al [7] propose an event-based traceability technique for supporting impact analysis of performance requirements.  Data is propagated speculatively into performance models that are then re-executed to determine impacts from the proposed change.  Ramesh et al examine reference models for traceability.  They establish two specific models, a low-end model of traceability and a high-end model of traceability for more sophisticated users [18].  They found that a typical low end user created traceability links to model requirement dependencies, to examine how requirements had been allocated to system components, to verify that requirements had been satisfied, and to assist with change control.  A typical high-end user, on the other hand, uses traceability for full coverage of the life cycle, includes the user and the customer in this process, captures discussion issues, decision, and rationale, and captures traces across product and process dimensions [18].
5.2    Information retrieval in requirements analysis

Recently, a number of research groups has considered using Information Retrieval methods for various problems in requirements analysis. Two research groups, in particular,  worked on the requirements-to-code tracebility. Antonio, Canfora , De Lucia and Merlo [3] considered two IR methods: probabilistic IR and vector retrieval (tf-idf). They have studied the traceability of requirements to code for two datasets. In their testing, they retrieved top i matches for each requirement for i=1,2,…,  and computed precision and recall for each i. Using improved processes, they were able to achieve 100%  recall at 13.8% precision for one of the datasets. In general, they have achieved encouraging results for both tf-idf and probabilistic IR methods. Following [3], Marcus and Maletic [13] applied latent semantic indexing (LSI) technique to the same problem. In their work they used the same datasets and the same retrieval tests as [3]. They have shown that LSI methods show consistent improvement in precision and recall and were able to achieve combinations of 93.5% recall and 54% precision for one of the datasets.

While [3] and [13] studied requirements-to-code traceability, in [11] we have addressed the problem of tracing requirements between different documents in the project document hierarchy. In the preliminary study [11] we have implemented three methods: tf-idf, tf-idf with key phrases and tf-idf with simple thesaurus and have reported on their success in identifying links between two requirements documents. In our study, retrieval with simple thesaurus outperformed other methods on our test dataset, producing recall of 85% with precision 40%. 

This work continues the research started in [11]. Here, we extend the baseline tf-idf and thesaurus retrieval methods with analyst relevance feedback processing capability. 

3. Conclusions and future work

In this paper we have studied the effect of relevance feedback processing on the success of IR methods for requirements tracing. We have found that taking into account even limited user feedback results in consistent, and at times, significant increases both in precision and recall on subsequent iterations.  

While the results of the study are encouraging, they also show clear avenues for improvement. Among them we identify the following:

a. implementation of more intricate IR algorithms;

b. a comparative study of different relevance feedback techniques;

c. study of the work of analysts in requirements tracing.

We note that current study, despite using student volunteers in experiments, was an objective evaluation of the quality of results produced by the IR and relevance feedback. algorithms. In practice, however, it will be up to human analysts to supply relevance feedback, and as such, it is impossible to envision analysts to be 100% correct in their decisions. Therefore, in order to make the requirements tracing tool useful for IV&V analysts, we need to study how they tend to work with the candidate link lists produced by the software.
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