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Previously, ViGYAN examined the processes and methods currently being used in the development of simulation aerodynamic models.
 It was determined that in general very similar methods are being used, which are also extremely time-intensive. Developing an aerodynamic model is generally a very "hands-on", time consuming process. A tremendous savings could result from the development of a software tool(s) that provides an objective (or standardized) and a somewhat automated process for developing simulation aerodynamic models. As a first step towards this goal, ViGYAN envisions a software tool capable of scanning through the multi-dimensional aerodynamic data tables, identifying and locating "spikes" or discontinuities in the data, and reporting the findings to the user. Several numerical methods were presented in Ref. 1 that appeared to have the potential to make the development of an aerodynamic model a more efficient process. These methods include neural networks, tensor product splines, and wavelets. After careful consideration, ViGYAN has selected wavelets as the "Best Practices" to use in the development of a software tool to assist in simulation aerodynamic model verification. 

Neural Networks


Two types of artificial neural networks (ANN) have been employed in modeling aircraft dynamics. The most extensively used are feed-forward neural networks (FFNN).
,
,
,
,
 As the term feed-forward implies, FFNN's have information flowing forward only. Recurrent neural networks (RNN), which employ feedback, have been less widely applied.


In an FFNN, the neurons are organized into layers, with an input layer, which accepts the external inputs, an output layer, which communicates the results of the network (and can perform computations also), and possibly some intermediate, or hidden, layers. The network is feed-forward or acyclic because information flows only from the input nodes toward the output nodes. The use of hidden layers adds flexibility to the network, as, for example, the ability to separate local and global effects similar to B-splines.
 An individual neuron feeds a linear combination of its inputs from the previous layer of neurons into an activation function, which returns the value that the neuron will pass on to the next layer (or output.) The linear combination of inputs from the previous layer involves weighting the inputs from the individual previous neurons. The network learns by adjusting these weights by some pre-chosen algorithm.


With certain constraints on the activation function, the universal approximation theorem states that an FFNN with at least one hidden layer can compute a uniform approximation to any desired degree of accuracy to any continuous function.6-8 In particular, an FFNN can be designed to map aircraft motion variables and control inputs into aerodynamic coefficients. The resultant modeling, however, is a black-box type of model, since the weights have no physical significance.6 FFNN's are also static, and do not model dynamic relationships easily.7

FFNN's employing self-organizing or unsupervised learning8-
 can also be used for data analysis and reduction.
,
 These networks work straightforwardly with multi-dimensional data, although at the cost of requiring more data for learning. Self-organizing maps (SOM) can be a powerful tool for feature analysis, but require extensive training and manual checking of their output, since they do not produce unique results.9 There is also evidence that other techniques may be more efficient for large data sets.


The addition of global feedback to a neural network enables the network to acquire state representations, so that it can model dynamic processes, even those that are non-stationary.8 There are costs associated with this increase in capability. One is that the network is more susceptible to instabilities, not surprising in the presence of feedback. The learning algorithms also become more complex since they must account for temporal effects. Sizing considerations also limit the flexibility of a given network.6-7 Evolutionary programming techniques may offer promise in this area, but are not yet fully developed.7
Tensor Product Splines


Non-uniform rational B-splines (NURBs) are widely used for modeling curves and surfaces.
 The basis functions for spline curves are polynomials of a given order. The polynomials are defined by control points and a knot vector. The knot vector is a non-decreasing sequence of real numbers that control the differentiability properties of the spline. There is one knot for each control point, plus (p+1) additional knots, where p is the order of the basis polynomials. The additional knots allow the specification of derivatives at the boundaries. The control points specify a convex hull for the spline curve and limit its curvature, but the curve does not necessarily pass through the control points. A further useful property of NURBs (B‑splines in general) is that they have local support: changing a control point will only affect the spline curve for (p-1) knot spans. A NURB curve can model local features of the data without introducing effects globally as would happen if higher-order polynomials were used to model such features.13,
,


NURBs can be extended to multiple dimensions by the Tensor Product method: an m-th dimensional surface is modeled by the tensor product of m one-dimensional NURB curves. There will be m knot vectors and B-spline polynomials, with an m-th dimensional array of control points. This has the advantage of being straightforward to implement and easily extensible to an arbitrary number of dimensions. There is the disadvantage that there is no longer true local support, since changing the knot span in one dimension affects all the other m-1 dimensions. Additionally, NURBs and B-splines do not of themselves provide any capability for analyzing the data that is modeled.

Fuzzy Logic


In crisp logics, variables take on definite values, such as true or false in the case of a binary logic. In a fuzzy logic, variables have a distribution of values. This distribution indicates the probabilities of logical statements being true or false. Fuzzy logic has had most success in control applications, where the ability to make decisions on the basis of incomplete, uncertain, or contradictory data is necessary. This appears to be a technique that might be usefully applied to the results of data analysis, rather than a method of doing the basic analysis (1,2).
,

Wavelets

Wavelet analysis uses basis functions that decompose data into building blocks that are localized both in time and frequency.
,
,
 Unlike the Fourier transform, however, wavelet transforms have an infinite set of possible basis functions. [Basis functions can be chosen for useful properties, such as smoothness, differentiability, assumed fit to data, etc.] Each component of the decomposed data can be analyzed with a resolution matched to its scale. All wavelets are based on dilations (compression or stretching) and translations (shifting) of a mother wavelet, which is the prototype (or basis function) for generating other wavelet functions. The original data can be represented in terms of wavelet coefficients, analysis can be performed using just the corresponding wavelet coefficients.


Wavelet algorithms process data at different scales or resolutions, so that both small details and global information about the data can be seen simultaneously. Small scales (or windows) provide detailed information, such as isolating discontinuities or rough spots in the data, while larger scale values provide the "big" picture. Data compression/approximation/modeling is achieved by setting "small" coefficients to zero, while retaining coefficients that represent "significant" effects. Similarly, values may be interpolated between or beyond existing data by assuming that the detail coefficients in those regions are small (i.e., zero), and doing an inverse transform to generate source values.

Summary


Wavelets have been selected as the best approach to developing software that is best capable of identifying and locating discontinuities or "rough" spots in an aerodynamic data table. This capability will provide engineers with a faster, more automated way of analyzing and verifying a simulation model database. Wavelet methods also have the potential for providing additional improvements in simulation aerodynamic model development and validation and verification methods. Other such applications for wavelets include compression of the aero model database and automatic (or semi-automatic) generation of a wavelet-based aerodynamic model directly form wind tunnel data.
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